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Abstract — Edge detection is a procedure of identifying and 

detecting sharpened disruption in an image. The disruption 

are unexpected changes in pixel intensity gray level value. 

The conventional approach of edge detection include 

convolving the image with an operator (2- D filter) which is 

produce to be sensitive to noise. Edge detector is a 

combination of crucial local image processing method to 

locate sharpened modification in the intensity value. Edge 

detection is an essential technique in different type of image 

processing applications like motion analysis, pattern 

recognition, object recognition, medical image processing etc. 

In this paper comparison is shown among the edge detection 

techniques under different conditions showing advantages 

and disadvantages of these algorithms. The Firefly algorithm 

with Artificial Neural Network has some characteristics that 

make it suitable for solving optimization problem, like higher 

converging speed and less computation rate. 

 

Index Terms — Edge detection, Edge detection filter, Firefly 

algorithm, Grey level image. 

 

I. INTRODUCTION 

 

The Edge detection in digital images is one of the basic 

problems in the field of image processing [1] [4]. It is 

very important in image processing and computer vision. 

In common applications of machine vision and pattern 

recognition, discriminating the objects from their 

background is one of the important tasks. Edges 

determine location of objects of interest therefore their 

proper detection during low level processing conditions 

accuracy of image analysis performed in further stages of 

the processing. 

An important property of the edge detection 

method is its ability to extract the accurate edge line with 

good orientation in the considered image, and much 

literature on edge detection has been published in the past 

two decades. However, there is not yet any general 

performance index to judge the performance of the edge 

detection methods.   

Artificial Neural Network (ANN) has been 

successfully used in many computer-aided system of 

imaging [2]. Moreover, image segmentation and edge 

detection remains an important problem for all imaging 

applications, in which any computer assisted system will 

require edge detection and other techniques, such as 

watershed, snake modeling, region growing, and contour 

detection [2]. Additionally, ANN has been utilized to 

exploit its learning capability and training mechanisms to 
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complete segmentation as well as edge detection [3]. The 

performance of edge detection method is always judged 

subjectively because different users have different requirements 

for the same image. 

Although many algorithms have been conducted on 

edge detection for images, however higher computational cost 

and subjective image quality could be further improved. 

Therefore, the objective of this paper is to develop a fast ANN 

based edge detection algorithm for different images. Here, 

features based on horizontal, vertical, and diagonal differences 

are designed. Then, Canny edge detector will be taken as the 

training output. Lastly, we  will get number of hidden layers 

and output threshold as optimized parameters. The edge 

detection image will be analyzed its quality subjectively and 

computational time compared to other traditional algorithms, 

such as Canny, Sobel, Prewitt, Roberts, and Laplacian of 

Gaussian (LoG). Results showed that the proposed algorithm 

provided better image quality while it has faster processing 

time around three times. 

In this swarm intelligence optimization technique we 

assume that solution of an optimization problem can be 

represented as a firefly which glows proportionally to its 

quality in a considered problem setting. 

Therefore, every brighter firefly attracts its partners, 

that prepare the search space being explored efficiently. 

Some characteristics of the firefly algorithm with 

Artificial Neural Network that make it suitable for solving 

optimization problems are higher converging rate and 

flexibility. 

In this paper, we proposed a novel edge detection 

method based on firefly algorithm with Artificial Neural 

Network and compared results by some other method like 

Canny [6], Sobel [7], Log [8] and Prewitt [9]. 

  The rest of the paper is organized as follows: Section 

2 describes the Firefly Algorithm, Artificial Neural network. 

Section 3 gives a detailed description of the proposed method. 

The experimental results are discussed in Section 4, and 

Section 5 concludes the paper. 

 

II. Firefly Algorithm (FA) 

 

Fireflies are one of the most special creatures in nature. 

Most of fireflies makes shortened and rhythmical flashes and 

have different flashing performance and these flashes are used 

by Fireflies for communication and attracting the probable 

prey. YANG used this behavior of fireflies and introduced 

Firefly Algorithm in 2008 [5]. 

In Firefly algorithm, there are three idealized rules: 

 

1) All fireflies are unisex. Therefore, only single firefly will be 

attracted to other fireflies unconcerned of their sex; 2) 

Attractiveness is proportional to the brightness of the fireflies. 

So, for any two flashing fireflies, the less bright firefly will 



 

 

 

AN EDGE DETECTION FILTER BY USING FIREFLY WITH ANN ALGORITHM  

                                                                                     23    

move towards the brighter one. The attractiveness is 

proportional to the brightness and both of them decreases 

as their distance increases. If there is no brighter firefly 

than a specific one, it will move aimlessly; 3) the 

brightness of a firefly is influenced or resolved by the 

landscape of the objective function. For a maximization 

problem, the brightness can commonly be proportional to 

the value of the objective function [5].  

The pseudo code for these three rules can be represented as 

Fig.1 Firefly algorithm. 

 

 Initialize algorithm parameters: 

Max Gen: the maximum number of 

generations Objective function of f(x), 

where x=(x1,.,xd)T 

Generate initial population of fireflies or xi (i=1, 2,. , 

n) 

Define light intensity of Ii at xi via f (xi) 

While (t < Max Gen) 

For i = 1 to n (all n fireflies); 

                For j=1 to n (all n fireflies) 

If (Ij > Ii), move firefly i towards j; 

end if Attractiveness varies with 

distance r via Exp [-γr2]; Evaluate 

new solutions and update light 

intensity; 

                End for j;  

           End for i ; 

 

Rank the fireflies and find the current best; 

 End while; 

 
Post process results and visualization; 

End procedure; 

 

Figure1. Pseudo Code of the FA. 

 

In FANN there are two important issues for variation of 

light intensity and the formulation of the attractiveness. 

For simplicity, it‟s assumed that the attractiveness of a 

firefly is determined by its brightness which associated 

with the objective function of the optimization problem. 

Since a firefly‟s attractiveness is proportional to the light 

intensity seen by adjacent fireflies, we can now define the 

attractiveness of a firefly by: 

Β (r) = 0      
                       (1) 

where, 0 is the attractiveness at r = 0 and is the light 

absorption coefficient at the source. It should be noted that 

the ri,j which is described by equation 2, is the Cartesian 

distance between any two fireflies i and j at xi and X, 

where, xi and xj are the spatial coordinate of the fireflies i 

and j, respectively. 

 

     ‖     ‖  √∑            
  

                        (2) 

   The movement of a Firefly i, which is attracted to 

another more attractive Firefly j is determined by: 

 

         
      

 
               

 

 
           (3) 

Where, the second term is the attraction while the third term is 

randomization including randomization parameter α and the 

random number generator rand which its numbers are 

uniformly distributed in interval [0, 1]. For the most cases of 

implementations, β0 = 1 and α ∈ [0, 1]. The parameter γ 

characterizes the variation of the attractiveness and its value is 

important to determine the speed of the convergence and how 

the FA behaves. In the most applications, it typically varies 

from 0.01 to 100. 

 

III. Artificial neural network 

 

Neural network is a logical framework with multi-processing 

essential features that are linked through interconnection 

weights. The knowledge is presented by the interconnection 

weights, which are adjusted during the training phase. There 

are two typical categories of training process of a neural 

network: supervised learning and unsupervised learning. The 

first requires using both the input and the target values for each 

sample in the training set. The most common algorithm in this 

group is the back propagation, used in the Multi-Layer 

Perceptron (MLP), but it also includes most of the training 

methods for recurrent neural networks, time delay neural 
networks, and thrust basis networks. Unsupervised learning is 

used when the target pattern is not completely known (Quiza & 

Davim, 2011). 

IV. Proposed method 

 

A set of connected pixels that lie on the boundary between two 

regions is known an edge. One of the popular methods to edge 

detection is using a filter. For example, The Laplacian Edge 

Detection procedure uses a 2-dimensional linear filter to 

approximate the 2‟d order derivative of pixel values of the 

image and the Sobel edge detection procedure uses two 2-

dimensional linear filters to process vertical and horizontal 

edges individually. 

In this work, to find a proper edge filter, we use a 3x3 

filter that must be optimized to meet these conditions: 

a) Sum of elements in W must be equal to zero this way pixels 

located in a monotonic area will lead to E (.) = 0. 

  b) All of edge pixels in the training sample image including 

vertical, horizontal and orthogonal edges must be resulted in E 

(.) value greater than T. 

So, in our problem search space is 9-D. Before 

introducing our fitness function, it is necessary to write about 

our train image. Our proposed sample image and 

corresponding edge map are shown in Fig.2 [10]. 

 
Figure 2: Sample image (right) and its edge map (left) used for 

Optimization of W   by FA [9]. 

These two images are used as the input in the FA Training 

algorithm for optimizing the elements of W. The sample image 

has edges in all possible directions (vertical, horizontal and 

orthogonal). So it is expected that the trained filter can be 

successfully applied to other images for edge detection. To 
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produce a binary edge map, a threshold value (T) is also 

necessary. 

The threshold was specified by using a heuristic 

approach, based on visual inspection of the histogram. 

The following algorithm can be used to obtain T 

automatically [1]: 

  1. Select an initial estimate for T. 

  2. Segment the image using T. This will produce two 

groups        of pixels: G1 consisting of all pixels with grey 

level values >T and G2 consisting of pixels with values ≤ 

T. 

3. Compute the average gray level values, μ1 and μ2 for 

the pixels in regions G1 and G2. 

4. Compute a new threshold value: 

For grayscale images, suppose that T0=125. 

The next step is introducing a proper fitness 

function to evaluation of possible solutions. The edge map 

of the input training image (Er) is available. So, the next 

step is a pixel by pixel comparison of (Er) and resulted 

edge map of the train image with resulted filter[10]. The 

number of differences between training image edge map 

and resulted edge map from output filer will shows the 

quality of output filter. The less difference is would 

indicate that the filter is suitable. This term counts unequal 

pixels in Er and Ew. Equation (6) will shows this rule, 

As mentioned before, sum of elements in W must 

be zero. Considering these points, fitness function can be 

defined as: 

 

  
 

 
                                     (5) 

 

5. Repeat steps 2 through 4 until the difference in T in 

Successive iterations is smaller than a predefined 

parameter T0. 

For grayscale images, suppose that T0 =125. 

As mentioned before, sum of elements in W must 

be zero. Considering these points, fitness function can be 

defined as: 

 

F (w) 1 = ∑                                                (6) 

 

As mentioned before, sum of elements in W must be zero. 

Considering these points, fitness function can be defined 

as: 

 

          ∑   
 
                                            (7)                                           

 

Minimizing F will lead us to the optimum edge filter that 

can detect edges in all directions. The Procedure of 

proposed method can be determined as follows: 

 
Figure 3: Flow chart of the Firefly Algorithm with 

ANN(FANN). 

Step1: Initialize each Firefly with possible 9-D filter 

randomly and set FFA+ANN algorithm parameters.  

Step2: for each firefly apply filter to train image and evaluate 

fitness function. 

Step3: Move Firefly to a new position according to fitness 

value and evaluate new filters (the position of fireflies). 

Step4: Judge whether the iteration number has been reached 

the maximum value. If so, deduction ends, otherwise, jump to 

the step 2. 

Step5: finally, show edge detected image by applying optimal 

filter. 

 

V. Experimental results 

 

This is the result section, here we show the comparison among 

the performance of FFA and FFA+ANN on different images 

and comparisons between both algorithms are shown in the 

figures given below: 
 

 
 

Figure 4 Original Gray Image of „Brain‟, Edge detection by 

FFA and FFA+ANN. 

Figure 2(a) shows the original gray image of „Brain‟, 

(b) shows the edge detection by FFA and (c) shows the edge 

detection by proposed algorithm (FFA + ANN). 

 

 
 

 

Figure 5 Comparison of our result and classical edge 

detection methods on a „Brain‟ image. 

 

Figure 3(a) shows the original gray image of „Brain, (b) shows 

the edge detection by Canny edge detector (c) shows the edge 

detection by sobel edge detector (d) shows the edge detection 

by prewitt edge detector (e) shows the edge detection by 

roberts edge detector (d) shows the edge detection by log edge 

detector. 
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Figure 6 Original Gray Image of „Modiji‟, Edge detection 

by FFA and FFA+ANN. 

Figure 4 (a) shows the original gray image of „Modiji‟, (b) 

shows the edge detection by FFA and (c) shows the edge 

detection by proposed algorithm (FFA + ANN). 

 

 

 

Figure 7 Comparison of our result and classical edge 

detection methods on a „Modiji‟ image. 

 

 Figure 5(a) shows the original gray image of „Modiji‟, 

(b) shows the edge detection by Canny edge detector (c) 

shows the edge detection by sobel edge detector (d) 

shows the edge detection by prewitt edge detector (e) 

shows the edge detection by roberts edge detector (d) 

shows the edge detection by log edge detector. 

To objective evaluation of results we use peak signal to 

noise ratio method (PSNR), the higher value of the 

PSNR shows the better quality of the reconstructed 

image. 

Table 1: Comparison of proposed method with FireFly 

Algorithm, „Canny‟, „Sobel‟, „Log‟,„Prewitt‟ methods 

based on PSNR and RMSE criteria. 

 

 

                                                                                              (4) 

             

      

 
  

∑ ∑ [             ]    
   

   
   

 

 

Where E(r,c) is the original image , o(r,c) is the resulted image 

and L is the number of gray level equal to 256 and [M,N] are 

the number of rows and cols of images.  

And root mean square error (rmse) the lower value of the rmse 

shows the better quality of the reconstructed image and it can 

shows as follows: 

RMSE=√
 

  
∑ ∑ [             ]    

   
   
               (5) 

The evaluation of resulted image with PSNR and RMSE 

method showed in tables 1. The evaluation results show the 

resulted edge detected images are better in most cases. And it‟s 

proved the ability of proposed method for edge detection. 
 

 

VI. Conclusion 

 

 

In this work, we proposed a new filter FFA+ANN for edge 

detection of gray level images by using firefly algorithm. 

In the proposed method, we use a simple image and its 

edge map to design new filter. The proposed filter applies 

to different images and evaluated with different criteria. 

The obtained result and subjective and objective evaluation 

shows the efficiency of proposed filter to edge detection. 
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